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1. Introduction

There are many web pages for statistics on WWW, which are providing statistical resources and
computational environment. They are very useful especidly for computation in eementary
statistics, education of statistical methods and data analysis in some specia fields. While the
Internet environment for statistics are expanding widely, it is also true from the aspect of actual
applications that we meet problems such as how to construct more effective systems for
computation on WWW.

Here we discuss various usages of WWW for statistics, and then we consider how we should
develop on-line programs by taking the case of our statistical programs, “ Sensitivity Analysis on
the Web” (Yamanishi, 1999) and “VASPCA (VAriable Selection in Principa component
Anaysis)” (lizuka et al., 1999; Mori and lizuka, 1999; Mori et al., 1999, 2000) as examples.

2. Using WWW for statistics

We can find web pages for statistics classified into the following categories. on-line programs for
statistical computing; on-line textbooks for statistics; archives of data, software and references; on-
line library; and links to related topics. Moreover the statistical consulting on web and the on-line
Ssymposium on statistical topics are now available.

What we want to focus on here is on-line programs for statistical computing. This category can
be classified into further subcategories such as purpose, programming technique to be used, and
types of implementation as show in Table 1.

We can observe two typica types of purposes; oneisfor education and the other data analysis.
There exist large number of web sites for statistical education and it is easy to say that teaching or
learning statistics by manipulating on-line programs are vary effective even if the programs were
not constructed for education. While most of on-line programs are developed for computation in
elementary statistics or popular (classical) multivariate methods, some of them are for analyzing
datain special fields or providing computational tools for new theories.

Table 1: Aspects to examine on-line programs

. (pages developed for education)
PUPose of development Education (statistical tools available for education)
P P —(for trial / for spread of ideaand method)
Dataanalysis - .
(providing full-scale analysis)
Cal
Server-side computation (+script language / +statistical engine)
Computati onal_ envi ronn_"nent Jvaapplet (for interface) _ .
and programming technique (programs on client machine)
Client-side computation Java script
Others (VRML, XML, Original interface, etc.)




On the other hand, we can consider on-line programs from programming aspects. That is, we
focus on where the computation is performed, in a server or in a client, and which programming
techniques are utilized; CGlI, Java applet, Java script, and/or others (VRML, XML, etc.). This
aspect dtrictly depends on the computational environment, how to post the data set and how to
provide the results.

Though downloadable packages including add-ins for the spreadsheet software and libraries
for some statistical packages can be categorized into client-side computation, we remove them
from the subjects of our consideration.

3. Examples: Development of on-line programs

One of our purposes of developing on-line programsiis to spread the concept, methods and ideas of
some particular statistical methods; that is, we want to provide tools for many analysts to use the
statistical methods which have not been widdly used yet. The reasons why we made such tools on
WWW are to use the methods at any time and from anywhere, not to reduce the client
performance, and to update the programs promptly. Based on consideration in the previous section,
our programs are categorized in Data analysis for purpose aspect and server-side programming
with CGI for programming aspect.

3.1. Sengitivity Analysison the Web

The purpose of sensitivity analysisisto evaluate the stability or reliability of the results of analysis
or to detect so-called influential observations. That is to examine whether there exist any subsets
of observations on which the obtained results depend heavily. In our approaches we mainly use the
influence function as a mathematical tool to find candidates of influentiad observations. The
empirica influence function (EIF) is computed for each parameter of the analysis and its value
indicates how large influence a particular observation has. We usually summarize the EIF vector
into some scalar measures to evaluate the influence of a single observation.

For practical application it is desirable that a means of performing sensitivity analysis is
provided. Then we started to develop two programs for sensitivity analysis. One is a statistical
package “SAMMIF (Sensitivity Analysis in Multivariate Method based on Influence Functions)”
which runs on Windows and provides information to detect not only singly but aso jointly
influential observations and to confirm whether their influence is really large or not by comparing
the results for the sample with and without the specified observations (Mori et al., 1998). The
current version (1.00) can be downloaded from, e.g., http://www.f7.ems.okayama-u.ac.jp/sammif/.

The other is an on-line program which is now being constructed (Y amanishi, 1999). You can
try sensitivity analysis on http://august.f6.ems.okayama-u.ac.jp/~yoshi/sensitivity/. The present
version is just a prototype to perform sensitivity analysis in principal component analysis (PCA),
but it provides an easy way for sensitivity analysis on WWW.

(1) Execution

At first you put a data set in the data input form and input the number of rows and columns of the
datain the boxes (Figure 1). After selecting a needed output and clicking the [execute] button, the
corresponding results based on the influence function will be obtained. Figure 2 is a numerica
result and Figure 3 isanindex plot of the summarized EIF of the first eigenvector.

(2) On-line computation

e All the computation codes are written in Pearl script.

e Thelnterfaceis provided by HTML and CGlI.
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Figure 1: First page of Sensitivity Analysis

3.2.

in PCA

Figure 2: Numerical result

=

Figure 3: Index plot (1st Eigenvector)

VASPCA (VAriable Selection in PCA)

[ |
EIF for Eigen Walue
EIF of 1 th EV EIF of 2 th EV EIF of 3 th EV EIF of 4 th EV
9.02431120462641 -1.88743180718841 -0103672283708602 -0.221738404107355
88.5200471963666 -5.76467915294062 0.05241707313766816 -0.244355654008485
-80.1831883371128 -0.307455073433131 -0.306646332113849 -0.137369902311232
98.6063007590477 16.2340144464705  0.031008204212646  0.680025849850158
-81.1842306369317 11.1825666250456  -0.443233260851087 -0.181663557696032
34 4204037840024 -6.72396509382006 -0.443366629518383 -0.100716843137909
38.6238177160868 -3.822756113230456 -0.371604266750303 -0.244065452433672
133172610840689 -5.7768387044846  -0.304297330344184 0.0791033995931682
13787539167813  -6.50420354359994 -0.0113618904010113 0.146587800771618
-71.1696205303665 -4.20347706832044  -0.320888573000778 0.260446746133079
-B8.4226211272361 2.81175948328326  -0.372390408133034 -0.245373371047157
-81.2849926103803 -2.36931833330779  1.01484587043134 -0.212057024961023
-36.0863574426961 21 1662834922605 0173537189873163  -0.218114586078719
-80.1854081450728 12.632486400819 2.30210011681914 -0.0726712624632192
-11.5787446844382 -4.52001567588304 -0.200690477405053 -0.236227007511447
-82.28082368600812 -5.49928238014168  -0.0489768246174815 0.0489411592164016
-21.1235802309608 3 96315468092634 0272853711416751  0.06G28593136984513
231616177638244 -5.997577656562671 -0.0504901417529316 0.3302242242305
67.5058838160578 -6.70089616185228 -0.436058622087084 0.0974242613302811
-77.4535928432153 -6.61306656005841 -0.252575917988234 0.420880335623194
EIF for Eigen Wector
EIF of 1 th EVec EIF of 2 th EVec EIF of 3 th EVec EIF of 4 th EVec
0.273038280232472  0.332510084815246 0.4715195256758018 0.427526680504701
0.194518771842713  0.193480852838448 0.188180861088108 0.113333409352823
0.04696290551046056 0.156748904362674 0.360285037776422 0.370386843114563
0.809589979831205  1.15424661615877  3.16008831954632  3.20188164520339
0.0565163366243764  0.1719240293594 0.0913853031100107 0.175993814342265
0.0628743497199958 0.0215683303677588 0.119914895303705 0.133219885214337
0.233700726040163  0.24664687066332  0.08605123897678  0.0310966468826055 =l

Consider a situation where we wish to select subsets of variables in the context in PCA. There are
various methods and criteria to select g variables among p original ones as shown in Table 2
(1<g< p). These existing methods and criteria often provide the different results (selected

subsets of variables) from each other. In practical application of variable selection, it is necessary
to apply a method suitable for the purpose of selection and/or to try some methods and select one
by comparing the results.
So far, however, we had no device to perform any method easily. Thus we are developing
statistical software “VASPCA (VAriable Selection in PCA)” which contains a variety of selection
methods and criteriato select a subset of variablesin PCA. It has two versions, an on-line program
VASPCA/Web and off-line program VASPCA/Win (Windows package).




Table 2: Classification of methods and criteria of variable selection in PCA

Criterion

Method Variation Closeness of Others

corfigurations
Jolliffe' sB2 - - loadings(Sto L)
Jolliffe'sB4 - - loadings(Lt0 S
McCabe patia covariance -
Faguerolles & Jmel Gaussian moddl
Krzanowski - Procrastes andysis
Robert & Escoufier - RV-coefficient
Bonifas - RV-coefficient
Tanska & Mori proportion RV-coefficient
Senistivity Andyss - - influence of variable
PRESS - - PRESS
M.Reg multiple corrdation
Cluster andysis - - duger (subjectively)

Asin Figure 4, the web page of VASPCA at http://face.f7.ems.okayama-u.ac.j p/~masalvaspcal
indexE.html or http://mol61.soci.ous.ac.jp/vaspcalindexE.html consists of three parts. general
information on variable selection in PCA, the programs supplies (VASPCA/Web and
VASPCA/Win) and the related information. At the VASPCA/Web execution pages in the
programs supplies you can try and do any selection method supplied there.

(1) Execution
Before selection you should create a data file in your local disk and determine the number of
principal components (PCs) r by applying PCA to your data (1<r <q). In current version of

VASPCA/Web you can choose one selection method among (A) selection using criteria in

Modified PCA; (B) selection using the ideas of Principal Variables; (C) selection using Procrustes

analysis, (D) selection using RV-coefficient; (E) selection using Influence analysis of variables; (F)

selection using the idea of prediction error; or (G) selection focusing loadings. After choice of

method you proceed to the execution pages consisting of three pages. In Page 1 you enter your

data with ID name from your local disk (Figure 5). In Page 2 you specify the following selection

parameters, the number of PCs r (except (G)), selection criterion corresponding to the chosen

method and selection procedure among Backward, Forward, Backward-forward or Forward-

backward (Figure 6). The result of selection will be displayed after a short time in Page 3 (Figure

7). You can also obtain a graph of change of criterion values and a plane text of result on your

demand.

(2) On-line computation

e "R’ isused as a statistical engine. VASPCA/Web calls R functions with the data using CGl.
The reasons why we use R are that R has many statistical functions to make programming
easy, that R is afree package, and that R works on multi-platform.

* Thelnterfaceis provided by HTML and CGl.

*  The system requires some restrictions to the data such as data format and data size.

* Theresult is stored in our server as an HTML file. So the user can move to the other pages
before computation is done and see a any time after the computation.
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Figure 4: Top page of VASPCA on WWW

[ Tapanese | English ]

B|

VASPCAWeb
- Variable selectionin PCA -

<=Page 1>>

1. Make and save a data file with atext echitarin the following way. [f you make afile using Excel, please save it by "texd
(space sparated) (% prm)" as file type

= Data values must be separated hy space
= Row lahels (case name) and colunm libels (variable name) musthe included in the data.
= Anempty line is necessary al the bottom of the data
= Missing values can't be included
See "sample 11"
I you have a data file, i is convenient Lo modify it s 1o satisfy the above conditions
Save it in an appropriste falder in local disk
The program can be executed even if the inpuited data does not salisfied the above conditions, but the incorreet
1esults will be obtained. Please check the data displayed in <<Page 2 > carefully.

2. Ingut an ID name which will be used to identify the analysis of your data in the computation.
3. Specify your data in local disk
4.Click [ OK ] bution.

Click [Sample data] button 10 see demanstestion wsing & sample data

Do
Data file path 2.
OK | Cancel

Sarnple data | 1D pamel alate = =
T 1T ¥ T7 10T T 19 T ;II
C32 10 64225 5161414 227 6 28 25 18 4834 8 1 2
C33114 454427 512151917 25 5 27 25 19 47 37 & 1 2
£34125 554723 512141823 24 4328 26 2 5137 & 0 2
C35 13 534723 516141813 25 427 27 21 53§ § 1 2
C3124 524426 51614182222 527325 1 532 6 1 2
C37 12 5448 3 517151718 24 52727 14237 6 1 2
C3BI07 564528 518141823 24 42736 2 535 8 1 2
C3V117 554326 517151819 24 5 26 25 19 46 34 & 1 2
CA0128 574328 516141719 23 523 25 19 531 & 1 2 VASPCA/TFab B
~Variable selection using the ideas of Principal Variahles-
Dataname| alate = n q
«<<Page 3=>Results of variable selection
Daarie] =] Mon Oct 30 09:31:55 JST 2000
= ID name - alats
The number of observations ()] 40 T The rumber of waiabies (): [19 2 - DataFile
= The number of observations(a) - 40
= The sumber of Fasiables(p) : 19
= The sumber of PCs() -2
Parameters = election methad : Selection using the ideas of Principal Vasisbles
» Selection criterion - C2
= Selection pracedure : Fonwazd Backward
The number of BCs () i i
il fal
oo P
€1 ain T ¢, C2(uin 3 )
= = a| Subset of variables Y1 | 12
Selection criterion . - s, 2 [2500415  [1317|1234567891011121415 161819
C i 3 p7) Camax 57 p3) 3 [2741179976 111317 | 1234567891012 1415 16 1819
-1 -1
3 Ry 4 2073073344 511 1317 (123467801012 1413 1618 19
s [t 627436646 511 1317 1012346789 101214 15 16 18
© Baclrard © Forward 6 [1312528969 [511 1317 1810 12346789 1012 1415 16
Selection procedure e -
 Backward-Forward © Borward Backard 7 [109a209241 5911131718 1912346781012 141516
8 [0293620801 560 1113171319]123478 1012 141516
St a1 Gl 9 [0723840473 569 10111317 1519|123 47812 141516
100575041977 569 1011 1315171819 L 23475 121416
A 110428489267 1 36910 11131517 1819 23475 17 1416
F| gure 6 VASPCA/Web - Page 2 120305938019 [1 562 91011 131517 1819|2347 121416
g . . 13 [0205410855 1 56201011 13131617 1819|2347 1214
(Specification of parameters for selection; 14 P isiess 1 43639 DA B 1S 7 8132371214
C2 . B . . h d f 150100313960 [1 24568910 11131516 1712193712 14
n ( ) SeleCtI on us ng the ideas o 160059535711 1 2345629 1011131516 17 1219 |7 12 14
Principal Variables and Forward-Backward) E Mo e e e s T s T e =

Figure 7. VASPCA/Web - Page 3
(Result - subsets of variables and
criterion values)




4. Concluding remarks

We can provide useful statistical tools for sensitivity analysis and variable selection in PCA. In
our trials, we tried to make full-scale systems on WWW to spead the new ideas as well as to
provide the tools to perform the analyses. We chose server-side programming not to reduce the
performance of the user’s machine and made systems with CGI because of its easiness to modify
programs and construct HTML pages.

In our experiences we still have the problems to be solved in developing an on-line program:
which method is taken, developing the entire parts of program by ourselves or utilizing some
statistical engine; how to protect the data and the results from unconcerned persons; how large the
size of data to be handled is; how to provide more effective interface including a new statistical
environment through WWW.
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