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1. Introduction 

There are many web pages for statistics on WWW, which are providing statistical resources and 
computational environment. They are very useful especially for computation in elementary 
statistics, education of statistical methods and data analysis in some special fields. While the 
Internet environment for statistics are expanding widely, it is also true from the aspect of actual 
applications that we meet problems such as how to construct more effective systems for 
computation on WWW.  
      Here we discuss various usages of WWW for statistics, and then we consider how we should 
develop on-line programs by taking the case of our statistical programs, “Sensitivity Analysis on 
the Web” (Yamanishi, 1999) and “VASPCA (VAriable Selection in Principal component 
Anaysis)” (Iizuka et al., 1999; Mori and Iizuka, 1999; Mori et al., 1999, 2000) as examples.  
 
2. Using WWW for statistics 
We can find web pages for statistics classified into the following categories: on-line programs for 
statistical computing; on-line textbooks for statistics; archives of data, software and references; on-
line library; and links to related topics. Moreover the statistical consulting on web and the on-line 
symposium on statistical topics are now available.  
     What we want to focus on here is on-line programs for statistical computing. This category can 
be classified into further subcategories such as purpose, programming technique to be used, and 
types of implementation as show in Table 1.  
      We can observe two typical types of purposes; one is for education and the other data analysis. 
There exist large number of web sites for statistical education and it is easy to say that teaching or 
learning statistics by manipulating on-line programs are vary effective even if the programs were 
not constructed for education. While most of on-line programs are developed for computation in 
elementary statistics or popular (classical) multivariate methods, some of them are for analyzing 
data in special fields or providing computational tools for new theories.  
 
Table 1: Aspects to examine on-line programs 

(pages  developed for education) Education (statistical tools available for education)  
(for trial / for spread of idea and method) Purpose of development 

Data analysis (providing full-scale analysis) 
CGI 
   (+script language / +statistical engine) Server-side computation 

(for interface) Java applet 
(programs on client machine) 

Java script  

Computational environment 
and programming technique 

Client-side computation 
Others (VRML, XML, Original interface, etc.)

 



      On the other hand, we can consider on-line programs from programming aspects. That is, we 
focus on where the computation is performed, in a server or in a client, and which programming 
techniques are utilized; CGI, Java applet, Java script, and/or others (VRML, XML, etc.). This 
aspect strictly depends on the computational environment, how to post the data set and how to 
provide the results.  
      Though downloadable packages including add-ins for the spreadsheet software and libraries 
for some statistical packages can be categorized into client-side computation, we remove them 
from the subjects of our consideration. 
 
3. Examples: Development of on-line programs 
One of our purposes of developing on-line programs is to spread the concept, methods and ideas of 
some particular statistical methods; that is, we want to provide tools for many analysts to use the 
statistical methods which have not been widely used yet. The reasons why we made such tools on 
WWW are to use the methods at any time and from anywhere, not to reduce the client 
performance, and to update the programs promptly. Based on consideration in the previous section, 
our programs are categorized in Data analysis for purpose aspect and server-side programming 
with CGI for programming aspect.  

3.1. Sensitivity Analysis on the Web 
The purpose of sensitivity analysis is to evaluate the stability or reliability of the results of analysis 
or to detect so-called influential observations. That is to examine whether there exist any subsets 
of observations on which the obtained results depend heavily. In our approaches we mainly use the 
influence function as a mathematical tool to find candidates of influential observations. The 
empirical influence function (EIF) is computed for each parameter of the analysis and its value 
indicates how large influence a particular observation has. We usually summarize the EIF vector 
into some scalar measures to evaluate the influence of a single observation. 
      For practical application it is desirable that a means of performing sensitivity analysis is 
provided. Then we started to develop two programs for sensitivity analysis. One is a statistical 
package “SAMMIF (Sensitivity Analysis in Multivariate Method based on Influence Functions)” 
which runs on Windows and provides information to detect not only singly but also jointly 
influential observations and to confirm whether their influence is really large or not by comparing 
the results for the sample with and without the specified observations (Mori et al., 1998). The 
current version (1.00) can be downloaded from, e.g., http://www.f7.ems.okayama-u.ac.jp/sammif/.  
      The other is an on-line program which is now being constructed (Yamanishi, 1999). You can 
try sensitivity analysis on http://august.f6.ems.okayama-u.ac.jp/~yoshi/sensitivity/. The present 
version is just a prototype to perform sensitivity analysis in principal component analysis (PCA), 
but it provides an easy way for sensitivity analysis on WWW.  
(1) Execution 
At first you put a data set in the data input form and input the number of rows and columns of the 
data in the boxes (Figure 1). After selecting a needed output and clicking the [execute] button, the 
corresponding results based on the influence function will be obtained. Figure 2 is a numerical 
result and Figure 3 is an index plot of the summarized EIF of the first eigenvector. 
(2) On-line computation 
• All the computation codes are written in Pearl script.  
• The Interface is provided by HTML and CGI. 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: First page of Sensitivity Analysis 
                in PCA 
                                                                                Figure 2: Numerical result 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                            Figure 3: Index plot (1st Eigenvector) 
 
 

3.2. VASPCA (VAriable Selection in PCA) 
Consider a situation where we wish to select subsets of variables in the context in PCA. There are 
various methods and criteria to select q variables among p original ones as shown in Table 2 
( pq ≤≤1 ). These existing methods and criteria often provide the different results (selected 
subsets of variables) from each other. In practical application of variable selection, it is necessary 
to apply a method suitable for the purpose of selection and/or to try some methods and select one 
by comparing the results.  
      So far, however, we had no device to perform any method easily. Thus we are developing 
statistical software “VASPCA (VAriable Selection in PCA)” which contains a variety of selection 
methods and criteria to select a subset of variables in PCA. It has two versions, an on-line program 
VASPCA/Web and off-line program VASPCA/Win (Windows package).  



Table 2: Classification of methods and criteria of variable selection in PCA 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      As in Figure 4, the web page of VASPCA at http://face.f7.ems.okayama-u.ac.jp/~masa/vaspca/ 
indexE.html or http://mo161.soci.ous.ac.jp/vaspca/indexE.html consists of three parts: general 
information on variable selection in PCA, the programs supplies (VASPCA/Web and 
VASPCA/Win) and the related information. At the VASPCA/Web execution pages in the 
programs supplies you can try and do any selection method supplied there. 
(1) Execution 
Before selection you should create a data file in your local disk and determine the number of 
principal components (PCs) r by applying PCA to your data ( qr ≤≤1 ). In current version of 
VASPCA/Web you can choose one selection method among (A) selection using criteria in 
Modified PCA; (B) selection using the ideas of Principal Variables; (C) selection using Procrustes 
analysis; (D) selection using RV-coefficient; (E) selection using Influence analysis of variables; (F) 
selection using the idea of prediction error; or (G) selection focusing loadings. After choice of 
method you proceed to the execution pages consisting of three pages. In Page 1 you enter your 
data with ID name from your local disk (Figure 5). In Page 2 you specify the following selection 
parameters, the number of PCs r (except (G)), selection criterion corresponding to the chosen 
method and selection procedure among Backward, Forward, Backward-forward or Forward-
backward (Figure 6). The result of selection will be displayed after a short time in Page 3 (Figure 
7). You can also obtain a graph of change of criterion values and a plane text of result on your 
demand. 
(2) On-line computation 
• “R” is used as a statistical engine. VASPCA/Web calls R functions with the data using CGI. 

The reasons why we use R are that R has many statistical functions to make programming 
easy, that R is a free package, and that R works on multi-platform. 

• The Interface is provided by HTML and CGI. 
• The system requires some restrictions to the data such as data format and data size. 
• The result is stored in our server as an HTML file. So the user can move to the other pages 

before computation is done and see at any time after the computation.  
 

Method
Criterion

Variation Closeness of 
configurations

Others

Jolliffe’s B2 - - loadings (S to L)

Jolliffe’s B4 - - loadings (L to S)

McCabe partial covariance - -

Falguerolles & Jmel Gaussian model - -

Krzanowski - Procrastes analysis -

Robert & Escoufier - RV-coefficient -

Bonifas - RV-coefficient -

Tanaka & Mori proportion RV-coefficient -

Senisitivity Analysis - - influence of variable

PRESS - - PRESS

M.Reg multiple correlation - -

Cluster analysis - - cluster (subjectively)

Method
Criterion

Variation Closeness of 
configurations

Others

Jolliffe’s B2 - - loadings (S to L)

Jolliffe’s B4 - - loadings (L to S)

McCabe partial covariance - -

Falguerolles & Jmel Gaussian model - -

Krzanowski - Procrastes analysis -

Robert & Escoufier - RV-coefficient -

Bonifas - RV-coefficient -

Tanaka & Mori proportion RV-coefficient -

Senisitivity Analysis - - influence of variable

PRESS - - PRESS

M.Reg multiple correlation - -

Cluster analysis - - cluster (subjectively)

MethodMethod
CriterionCriterion

VariationVariation Closeness of 
configurations
Closeness of 

configurations
OthersOthers

Jolliffe’s B2Jolliffe’s B2 -- -- loadings (S to L)loadings (S to L)

Jolliffe’s B4Jolliffe’s B4 -- -- loadings (L to S)loadings (L to S)

McCabe McCabe partial covariancepartial covariance -- --

Falguerolles & JmelFalguerolles & Jmel Gaussian modelGaussian model -- --

KrzanowskiKrzanowski -- Procrastes analysisProcrastes analysis --

Robert & EscoufierRobert & Escoufier -- RV-coefficientRV-coefficient --

BonifasBonifas -- RV-coefficientRV-coefficient --

Tanaka & MoriTanaka & Mori proportionproportion RV-coefficientRV-coefficient --

Senisitivity AnalysisSenisitivity Analysis -- -- influence of variableinfluence of variable

PRESSPRESS -- -- PRESSPRESS

M.RegM.Reg multiple correlationmultiple correlation -- --

Cluster analysisCluster analysis -- -- cluster (subjectively)cluster (subjectively)



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Top page of VASPCA on WWW 
 
 
 
                                                                           Figure 5: VASPCA/Web - Page 1 (Data input) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: VASPCA/Web - Page 2  
     (Specification of parameters for selection; 
     C2 in (B) selection using the ideas of  
     Principal Variables and Forward-Backward) 

Figure 7: VASPCA/Web - Page 3 
              (Result - subsets of variables and 
               criterion values) 



4. Concluding remarks  
      We can provide useful statistical tools for sensitivity analysis and variable selection in PCA. In 
our trials, we tried to make full-scale systems on WWW to spead the new ideas as well as to 
provide the tools to perform the analyses. We chose server-side programming not to reduce the 
performance of the user’s machine and made systems with CGI because of its easiness to modify 
programs and construct HTML pages. 
      In our experiences we still have the problems to be solved in developing an on-line program: 
which method is taken, developing the entire parts of program by ourselves or utilizing some 
statistical engine; how to protect the data and the results from unconcerned persons; how large the 
size of data to be handled is; how to provide more effective interface including a new statistical 
environment through WWW. 
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